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Abstract:   Since the demonstration of 100Gb/s coherent for transoceanic systems in 2009, the 
capacity reported in record experiments continue to rise. Spectrum shaping, complex 
modulation formats such as 16QAM and advanced soft decision FEC have been used for 
several years in record experiments as well as in modern undersea systems. High capacity 
experiments combining large spectral efficiency and wide band amplification will be 
presented, as well as transponder optimization for 400Gb/s per wavelength undersea 
transmission. 
 
1. INTRODUCTION 

Since the demonstration of 100Gb/s 
coherent for transoceanic systems in 2009, 
the capacity reported in record experiments 
drastically increased, similar to the 
capacity of deployed undersea systems. 
In 2008, the association of BPSK 
modulation format, polarization division 
multiplexing, +D only fiber and coherent 
detection was used to transport 80 channels 
at 40Gb/s over 11,500km [1]. 
In 2009, thanks to the use of QPSK 
modulation and fiber with lower 
attenuation, 100Gb/s was transported over 
transoceanic distances [2][3]. Higher 
capacity has then been demonstrated by 
extending the optical bandwidth (C+L) [4] 
or by packing the WDM channels more 
densely [5]. 
Then, the use of digital spectrum shaping 
techniques, complex modulation formats 
such as 8QAM and advanced soft decision 
FEC has been used to further increase 
spectral efficiency [6]. These techniques 
are now commonly used in modern 
undersea systems. 
Eventually 16QAM modulation and 
nonlinear mitigation techniques [7] have 

been implemented to demonstrate spectral 
efficiency around 6bit/s/Hz [8].  

 
Fig1: top: evolution of spectral efficiency 
over time. Bottom: evolution of capacity 
over time 
By combining these techniques with an 
extended optical bandwidth, capacity in 
excess of 50Tb/s has been demonstrated in 
laboratories over a single fiber. [9][10] 
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Techniques to transport over 50Tb/s over 
transoceanic distances will be described 
and results presented in the first part. 
While maximizing fiber capacity is key, 
another important point is to maximize 
channel bit rate. 100Gb/s per wavelength 
over undersea systems was demonstrated 
in 2009 using QPSK modulation [2][3], the 
first 200Gb/s per wavelength 
demonstration occurred in 2011, still with 
QPSK modulation [11] by doubling the 
baudrate to 56Gbaud. Here, we will report 
how 400Gb/s per wavelengths can be 
realized and highlight the challenges. 
Eventually, I will describe how over 
26Tb/s can be transported with large 
system margins over 12,500km. 
 
2. RECORD CAPACITY 

EXPERIMENTS USING 
ADVANCED TECHNIQUES 

 
In this work, we demonstrate a power 
efficient EDFA-only 178-channel PDM-
16QAM transmission achieving 54.2Tb/s 
after 6,600km (~304.5Gb/s per channel). 
This is accomplished thanks to ultra low 
loss fibers, high performance CMOS 
digital-to-analog convertors (DAC), multi-
rate forward error correcting codes (FEC) 
with a new rate optimization algorithm, 
and digital mitigation of fiber nonlinear 
impairments. We compare digital back- 
propagation (DBP) and perturbative 
nonlinearity post-compensation (PNLC), 
over the whole C+L band and for three 
distances, demonstrating over a wide range 
of wavelengths and distances to provide 
similar gains to those of DBP. 
Fig.2. left shows the transmitter. In C-
band, eight 50GHz-spaced tunable laser 
sources were divided into even and odd 
rails, and independently modulated by two 
polarization-multiplexed IQ-modulators 
(PM IQ-MOD) to form the test comb, 
coupled through an 80/20 coupler, to 79 

50GHz-spaced loading channels modulated 
by a third PM IQ-MOD. Loading channels 
were notch-filtered by a wavelength-
selective switch prior to coupling to the 
test comb to emulate TX optical signal- to-
noise ratio of a WDM terminal. Each PM 
IQ-MOD was driven by a DAC operating 
at 88GS/s. The L-band transmitter was 
similar to C-band, but with 83 loading 
channels. C- and L-band were multiplexed 
and injected into the recirculation loop. 
The total launched power was 22dBm. 
49GBd PM-16QAM, with root-raised-
cosine pulse-shaping with roll-off 0.01 was 
used. 

 
Fig2: Experimental set-up. Left: test 
comb composed of 8 channels; right: 
schematic of the recirculating loop 
 
Fig.2.right illustrates the recirculation loop, 
consisting of 12 spans, each composed of 
55km of Corning® Vascade® EX3000 
fiber having in average an attenuation of 
0.157dB/km and an effective area of 
150µm², and dual-band EDFA-only 
amplification. At the receiver, the signal 
was mixed with a local oscillator and 
sampled by an 80GS/s real-time scope with 
33GHz bandwidth. Chromatic dispersion 
compensation, polarization de-
multiplexing, carrier frequency and phase 
estimation, FEC and nonlinear 
compensation were applied off-line. 
DBP and PNLC were examined. For 
PNLC, the analytical results of [12] were 
employed to re-compute the perturbative 
coefficients for each wavelength and 
distance. Both DBP or PNLC coefficient 
were optimized for each channel and 
distance. 
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Irregular spatially-coupled low density 
parity check codes with 10 iterations and 
length 15 windowed decoding were used 
as FEC[11]. A class of 52 FECs with rates 
uniformly spaced over the interval [0.4, 
0.91] with steps of 0.01 were designed and 
used to decode all channels. 

 
Fig3: Experimental results: top: Q-
factor of all wavelength before nonlinear 
mitigation at 3 distances; bottom : 
nonlinear mitigation gain with DBP and 
PNLC 
Fig.3.a illustrates pre-FEC Q² [dB] of 87 
C-band, and 91 L-band channels measured 
after 10, 12 and 14 loops, (6,600, 7,920 
and 9,240 km) without applying fiber 
nonlinearity mitigation. The gain in Q² 
[dB], after 6,600 km, by either DBP or 
PNLC is shown Fig 3 bottom. Similar 
gains were obtained even if DBP slightly 
outperformed PNLC. Depending on the 
implementation, PNLC can be one to two 
orders of magnitudes less complex than 
DBP with similar gains. 
 

Each measured channel is then decoded 
with 52 different FECs to extract the 
highest capacity from each channel. The 
maximum net post-FEC capacity after 
Multi-rate optimization, transported as a 
function of distance is given in Fig 4. A 
total capacity of 54.2Tb/s is transported at 
6,600km using DBP.  
Fig. 4 shows the optimized net capacity vs. 
number of allowed rates, without and with 
nonlinearity compensation. The net 
capacity rapidly increases when the 
number of allowed rates increases from 1 
to 4, and then slowly tends to its maximum 
value.  

 
Fig4: Capacity transported over 3 
distances depending on number of FEC 
code rate used. 
We reported on transmission of 178 
channels of 49Gbaud EDFA-only PDM-
16QAM with 50GHz spacing over 
transoceanic distances more than or equal 
to 6,600 km. Digital back-propagation and 
perturbative nonlinear post-compensation 
were optionally applied and their pre-FEC 
and post-FEC benefits were compared. We 
achieved a total net capacity of 54.2Tb/s 
over 6,600km, corresponding to an average 
of 304.5Gb/s per channel, equivalent to 
6.09 bits/s/Hz. 
 
 
 

0

1

2

3

4

5

6

1530 1540 1550 1560 1570 1580 1590 1600 1610

6600 km

7920 km

9240 km

a

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

1530 1540 1550 1560 1570 1580 1590 1600 1610

DBP

PNLC

b

Q
² 

(d
B
)

Wavelength (nm)

Wavelength (nm)

G
a
in

 i
n
 Q

² 
(d

B
) 

a
t 

6
,6

0
0
k
m

38

40

42

44

46

48

50

52

54

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

9,240 km

6,600 km

7,920 kmDBP

PNLC

No Compensation

C
a
p
a
c
it

y
 (
T
b
/
s)

# FEC Codes



                                  Emerging Subsea Networks                                           

 

Copyright © SubOptic2016 Page 4 of 8 

3. 400GB/S PER WAVELENGTH 
TRANSOCEANIC 
TRANSMISSION 

 
Increasing the channel bit rate has been 
successfully used over the past decades to 
reduce the cost per transported bit. Indeed, 
this naturally reduces the number of 
component (modulators, laser, receivers...) 
required per bits. Here, we will describe 
how a channel rate of 400Gb/s can be 
transported over transoceanic distance 
while maintaining high spectrum 
efficiency of 6bit/s/Hz. 
Here, we design and demonstrate a 
coherent transceiver at 400-Gb/s using a 
state-of-the-art digital-to-analog converter 
(DAC) operating at 88 GSample/s. To 
overcome the inter-symbol interference 
(ISI) induced penalties due to limited 
bandwidth of transmitter components 
including the DAC and drivers, we 
combine optical pre-emphasis with digital 
signal processing (DSP). We also adopted 
a capacity approaching soft decision (SD-) 
spatially-coupled (SC-) low density parity 
check code (LDPC) and we optimized the 
FEC overhead by jointly varying the 
symbol rate and overhead to minimize the 
required optical signal-to-noise ratio 
(OSNR) for error-free operation. The 
transmitter design was then validated by 
successful transmission of five channels 
spaced by 66.7 GHz after 6600 km, 
reaching a spectral efficiency of 6 b/s/Hz.   
400-Gb/s single carrier terminal design 
In commercial products, the use of high 
order modulation, such as 16QAM, was 
motivated by the need to increase channel 
capacity. Combined with high symbol 
rates, it is possible to achieve bit rates well 
over 200 Gb/s per channel as well as 
reduce the number of transponders per 
fiber. However high-order formats at such 
baud rates are more sensitive to the limited 
bandwidth and imperfect response of state-

of-the-art electronics (transmitter and 
receiver). Thus more powerful FEC with 
larger overheads started to be used at the 
expense of channel capacity. Therefore, 
transceiver design results from complex 
trade-offs. Here, we address these trade-
offs considering the following strategy. We 
set the constraint of a predefined net data 
rate of 400 Gb/s. We considered PDM-
16QAM modulation and optimized inter-
symbol interference mitigation as well as 
forward error correction. 

 
Fig5: Generation of optimized single 
carrier 400-Gb/s transceiver 
As depicted in Fig. 5, to generate our 
PDM-16QAM signal, the in-phase and 
quadrature components are generated by a 
pair of 88 Gsample/s DACs. We digitally 
pulse shape these signals using a root-
raised cosine filter with 0.01 roll-off factor 
and with a pre-emphasis filter to enhance 
the high frequencies and partially mitigate 
the transmitter limited bandwidth. These 
two electrical signals are amplified by 
wideband drivers before modulating the 
light from a tunable laser source (TLS) 
using a Mach-Zehnder I-Q modulator to 
generate 16QAM signal. Polarization 
division multiplexing (PDM) is then 
emulated with split-and-combine method 
to generate PDM-16QAM data. Next the 
signal is amplified by an EDFA and 
filtered out by a Waveshaper® used for 
optical pre-emphasis. 
At the receiver side, our channel is passed 
through a tunable filter, sent into a 
coherent mixer and sampled at 80 GS/s 
using a digital sampling oscilloscope with 
a 33-GHz electrical bandwidth. The 
waveforms are processed off-line including 
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chromatic dispersion compensation 
followed by polarization demultiplexing. 
Frequency and phase estimation 
(CFE/CPE) are performed using 0.5% 
overhead pilot symbols to recover absolute 
phase and support direct detection. The last 
DSP stage is a post-equalizer composed of 
a T-spaced decision-directed adaptive 
linear equalizer followed by a decision 
feed-back equalizer (DFE) to mitigate the 
impact of residual ISI. Bit error ratio 
(BER) is finally computed and 
subsequently converted into Q²-factor. 
The inset in Fig. 5 depicts the optical 
spectrum of the generated signal before 
optical pre-emphasis, illustrating the 
bandwidth limitations of our equipment. 
To mitigate ISI induced penalties, we set 
the symbol rate at 64 GBd and apply 
optical pre-emphasis using the 
Waveshaper. To flatten the signal 
frequency response, a full compensation 
profile (100%) can be applied 
accompanied with signal attenuation of 15 
dB. To find out the best trade-off between 
ISI mitigation and maximum output OSNR 
of the signal, which may induce significant 
performance error floor, we vary the 
profile of optical pre-emphasis down to 
67%, 33% and 0% with corresponding 
attenuation of 10, 5 and 0 dB respectively. 
Fig. 6 shows Q2-factor (filled markers) and 
DFE gain (empty markers) as a function of 
the OSNR for the four profiles (0%, 
diamonds; 33%, squares; 67%, triangles 
and 100%, circles). The best Q² 
performance is measured for the 100% pre-
emphasis, slightly outperforming the 67% 
profile for Q2-factors below 7 dB.  

 
Fig6: Q²-factor and DFE gain as a 
function of OSNR for various pre-
emphasis profiles 
Next, we jointly optimize FEC overhead 
and symbol rate by considering five 
candidate symbol rates ranging from 58 to 
66 GBd as shown in Table 1. 
Symbol rate (GBd) 58 60 62 64 66 
Raw bit rate (Gb/s) 464 480 496 512 528 
FEC OH (excluding 
0.5% pilot)  15.4 19.4 23.4 27.3 31.3 

Q² limit 5.6 5.25 4.9 4.55 4.3 
Tab. 1: Symbol rates with corresponding FEC 

overheads and Q² thresholds 
 
We employ here a simple bit-interleaved 
coded modulation setting to nearly achieve 
constellation constrained capacity. In such 
a setup, which advantageously offers a 
convenient receiver complexity, the 
(binary) output of the FEC encoder is 
interleaved prior to be modulated. The 
coding scheme we use is a spatially 
coupled LDPC convolutional code 4 with 
syndrome former memory µ= 1. The 
measured performances of the considered 
FEC overheads for each symbol rate are 
summarized in Table 1. Fig. 7 top curve 
then depicts the experimental required 
OSNR for error free operation with the 
considered FEC overheads and symbol 
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rates. 

 
Fig7: required OSNR at SD-FEC limit 
versus symbol rate 
 
These results are obtained from measured 
performance before and after FEC of the 
chosen overhead/symbol rate pair as 
illustrated in Fig. 8 for the case of 64 GBd 
and 27.3% overhead FEC. 

 
Fig8: uncoded and coded BER versus 
OSNR for 64 GBd signal (27.3% SD-
FEC). 
We also included in Fig. 7 the theoretically 
required OSNRs considering ideal signals 
with additive white Gaussian noise for 
each symbol rate and corresponding FEC 
threshold. This figure demonstrates that the 
implementation impairments increase with 

the symbol rate and can overcome the 
coding gain improvement brought by 
empowered FEC. The best trade-off 
between coding gain and implementation 
penalties is found with 64 GBd and 27.3% 
overhead (highlighted with a star), leading 
to 19.8 dB of required OSNR. We 
additionally included in Fig. 7 the Shannon 
capacity limit and the 16QAM 
constellation constrained capacity, which 
defines the theoretical minimum required 
OSNR for error free operation at each 
candidate symbol rate when 16QAM 
constellation is used. From this figure, we 
can observe that our optimum design at 64 
GBd is about 4 dB away from the Shannon 
limit, including 2 dB penalty from our 
experimental implementation, 1 dB penalty 
from our FEC implementation and 1 dB 
penalty from the use of 16QAM 
constellation. 
 
Transceiver design validation 
We finally validate the design of our 400-
Gb/s single carrier transceiver in a WDM 
experiment. Our transmitter consists of 
five 66.7 GHz spaced channels split into 
two sets of even and odd channels 
modulated separately with 64 GBd PDM-
16QAM. Another set of thirty channels 
spaced by 50 GHz is used for amplifier 
loading and separately modulated with 48 
GBd PDM-16QAM to maintain constant 
the power spectral density 
(48/50≈64/66.7). The three sets of channels 
are amplified and multiplexed by a 
Waveshaper® which also applies the 
attenuation profile optimized in Fig. 5 on 
the 64 GBd channels. The resulting 
multiplex is amplified before being 
injected into the recirculating loop. The 
loop consists of twelve 50-km-long spans 
made of two different Corning Vascade® 
fibers (EX3000 and EX2000) separated by 
EDFA optical repeaters. Power adjustment 
is performed with a dynamic gain equalizer 

15.4 19.4 23.4 27.4 31.3

15
16
17
18
19
20
21
22

58 60 62 64 66

FEC Overhead [%]

R
e

q
u

ir
e

d
 O

S
N

R
 [

d
B

/0
.1

n
m

]

Symbol rate [Gbaud]

400 Gb/s

5E-6

5E-5

5E-4

5E-3

5E-2

5E-1

18.5 19.5 20.5
OSNR [dB/0.1nm]

B
E

R

…

0



                                  Emerging Subsea Networks                                           

 

Copyright © SubOptic2016 Page 7 of 8 

inserted at the end of the loop prior to 
loop-synchronous polarization scrambling. 
At the receiver side, the test channel is 
selected by a tunable filter and sent into the 
coherent receiver which now includes non 
linear mitigation based on filtered digital 
back propagation (DBP) with one step 
every four spans. Optimum launch power 
was found at 15 dBm. We measured the 
performance of the five 400-Gb/s channels 
after 6600 km (i.e. after 11 round trips). 
Fig. 9 shows the performance of the five 
channels as well as gain provided by 
filtered DBP. The gain is ~0.5 dB for each 
channel and the performance is always 
above the considered SD-FEC limit of 4.55 
dB. All sets of data are decoded without 
error by our SD-FEC demonstrating the 
first single carrier transmission at 400 Gb/s 
data rate over 6600 km. 

 
Fig9: Measured performance after 6600 
km (filled markers) and filtered DBP 
gain (empty markers). 
 
 
4. C+L BAND SYSTEM OVER 

12500KM 

Eventually, the line part of set-up used for 
the first described experiment 
demonstrating 54.2Tb/s over 6,600km was 
reused. Here, the objective was to 
demonstrate transmission reach above 
12,500km with large system margins, 
standard processing method and QPSK 
modulation. Channel spacing was kept to 
50GHz and baudrate was selected to be 
48Gbaud to transport 150Gb/s once 25% 

FEC overhead is taken into account. 86 
channels are transported in C-Band and 90 
in L-Band, corresponding to a total 
capacity of 26.4Tb/s. 
EDFA power was optimized for C and L-
Band to maximize the channel 
performance without complex nonlinear 
mitigation algorithm. 

 
Similar performances are obtained in C 
and L-Band with an average Q-factor of 
8.5dB, significantly above the threshold of 
modern soft decision FEC. 
 
5. CONCLUSION 

Ultra high capacity undersea systems have 
been demonstrated by combining wide 
amplification bandwidth and high spectral 
efficiency techniques. But further gain will 
be challenging to obtain without a 
technological breakthrough, as 
amplification bandwidth available by C 
and L band of EDFA did not evolve 
significantly for 15 years and maximum 
spectrum efficiency demonstrated over 
undersea distances is saturating around 
6b/s/Hz in research experiments for a few 
years. Cable capacity can increase by 
multiplying the fiber pairs and extending 
the bandwidth to C+L. Still, channel bit 
rate is likely to continue to rise with 
CMOS progress. 
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